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The problem 
 

• Assume that, as scientists, we all want to get it 

right 

• What can we do to increase our chances? 

 

a) Get it right ≠ I am right 

b) Get it right ≠ Get it published 

 

 

 

 



 

Why now? 
 

• The last few years have probably seen more 

developments in research methodology than in the 

previous decades 

• Rapid changes in standards for publishing 

• Until 2011: Methodology = Boooring! 

• From 2012: Methodology = Cool! 

• Why? 

 

(see also Perugini 2014, GIP) 

 

 



 

A year to remember 
 

• The year 2011 has been an annus horribilis for 

Psychology 

• Three main events: 

           Bem             Stapel                Simmons (et al) 

 

 



 

Bem (JPSP, 2011) 
 

• Nine experiments showing ESP 

• Strong reactions 

• Initial article failing to replicate the results was 

refused by JPSP 

• Hard questions on the modal way of analyzing  

data and on “cherry-picking” results 

• Galak et al (2012): 7 failed replication attempts 

(n=3289) 

 



 

Stapel (September 2011) 

 

• Resigned from Dean at Tilburg University (NL) 

• Faked data: 53 retracted papers and 10 PhD thesis 

with invented or dubious data   

• Levelt report (2012): proofs beyond doubts of 

faked data and strong criticisms to the scientific 

community 

• Huge media impact 

 



 

Simmons et al (PS, 2011) 

 

 

 

 

 

• They show that commonly used questionable research 

practices can allow to provide empirical evidence even  

for null effects (false positive)   

• Huge scientific impact (740 citations, 2nd most cited  

paper from 2011 in Psychology) 

 



 

And many other events… 
 

• Bargh, Kanheman, Sanna, Smeesters, 

Simonsohn, Francis, and so on   

• Until one buzzword came out  

                       Replicability 

• and Psychology was born again … 

 

 

 



 

Replicability 
 

• If a result is not replicated, it is not valid 

• To be replicated, it needs to be replicable 

                       Replicability 

• A key concept in Science 

• Almost forgotten in Psychology 

• Now in the forefront 

• What does it mean?  

 



 



 

Conditions for Replicability 
 

• The study should be described in a way such that 

everyone qualified can replicate it 

• This implies a very detailed method section, 

including information that often is not disclosed 

• Also, the data should be publicly available  

(at very least, upon request) to replicate the results 

using appropriate analyses (internal replication) 

• Transparency in research 

 



 

Back to basics (and beyond…) 
 

• As scientists, we all want to get something right 

• If we get it right, it is replicable and will be 

replicated 

• But what does it mean “to get it right”? 

• What can we do to increase our chances? 

• We need first to go back to some basic concepts 



 

The real problem 
 

• The world is uncertain 

• Knowledge is imperfect 

• We deal with “samples” rather than “population” 

(no matter whether you use a Bayesian or a  

Frequentist approach) 

• We try to make inferences from them 

• Bertrand Russell’s inductivist turkey 

“Essentially, all models are wrong, but some are 

useful” (Box & Draper, 1987) 

 

 

 

 



 

What comes next 
 

 

• Mean, Standard deviation, Standard error 

• Confidence intervals 

• Effect size 

• Errors of statistical inference 

• Power analysis 

• Replicability of psychological research 
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Mean 

• A single value that reflects the central point of a 
distribution 

• If the distribution is normal, it is also the best simple 
way to summarize it 
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Variance and standard deviation 

• Reflects the dispersion (variability) around the mean 
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Standard error 

 When we measure something, the more the observed data, the 

less the measurement error 

 For example, exit polls are more accurate (less error) the more 

the sampled voters or polling stations  

 The point is that we have a sample but would like to say 

something about the underlying population (or anyway 

something that generalizes beyond that sample) 
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Standard error and variance 

 Standard error does not depend only from how big is a sample 

size but also from the variability (variance) of the study object  

 If everyone answers in the same way, one needs to ask to only 

one person… 

 If people have very different opinions, one need many of them 

to be able to say something about «what they think»… 

Standard error provides a link between sample and population  
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Error and variability 

 Suppose that most students have a mark between 26 and 27 

Mean=26.5 

Variance=.5 
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 Almost all possible samples, even if small, will have values near to 

the population mean of 26.5 
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Error and variability 

 Suppose now that there is a lot of variability in the marks 

Mean=26.5 

Variance=4 
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  The samples, especially if small, can be very different from each 

other and from the mean population value 
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Standard error 

 When we estimate a parameter (e.g., mean) in a sample we will make an 

estimation error of the population parameter 

 The size of this error is given by the standard error 
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Standard error 
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Confidence Interval (CI) 

The sample estimate does not necessarily correspond to the population value 

It is possible to estimate a Confidence Interval that provides a range of values that 

contain the population value with a certain likelihood 

 

 

Standard 
Error 
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Confidence Interval (IC) 

The typical CI is 95%, meaning that there is a 95% likelihood that if we 

were to repeat the study 100 times, 95% of the times we would obtain 

one of the values within the interval including the sample estimate of the 

parameter (e.g., mean) 

 

To simplify, CI 95% is roughly equal to the sample mean +/-  2 SE. 

 

For example  

M = 5; DS = 4 N=100 
 

SE = 
42

100
 o 

4

100
=0.4   Range: 2 x SE = 0.8 

 
   95% CI = [4.2, 5.8] 

 
 



27 

Effect size 

 A significant effect says little about the size of the effect 

 The p-value depends on sample size and not only effect 

size  

 There are a number of ways to measure effect size 

 Most common: Cohen’s d 
 

𝒅 =  
𝑴𝟏 −𝑴𝟐

𝒑𝒐𝒐𝒍𝒆𝒅 𝑺𝑫
  ,  with pooled SD = 

𝑛1−1 𝑆𝐷1
2+ 𝑛2−1 𝑆𝐷2

2

𝑛1+𝑛2−2
,    

If the two groups have the same sample size,  

pooled SD = 
𝑺𝑫𝟏

𝟐+𝑺𝑫𝟐
𝟐

𝟐
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Effect size 

 

But also r (correlation coefficient)  

 

 

      

 

 

 

   From d to r and from  r to d  (e.g. 
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Example of Cohen’s d 

   

 pooled SD = 
𝑛1−1 𝑆𝐷1

2+ 𝑛2−1 𝑆𝐷2
2

𝑛1+𝑛2−2
=

246−1 1.1072+ 219−1 1.1972

246+219−2
= 1.150 

 

𝒅 = 
𝑴𝟏 −𝑴𝟐

𝒑𝒐𝒐𝒍𝒆𝒅 𝑺𝑫
 = 

𝟕.𝟕𝟗 −𝟕.𝟓𝟕

𝟏.𝟏𝟓𝟎
 = 0.19 

Conventional values: 
 

0.2 small 
0.5 medium 
0.8 large 



Control 

X=100 

SD=15 
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Other Effect Size indicators 

 Common in factorial designs: 

 

 

 

 

 

 

 

Some bibliografic references: 

Fritz, C. O., Morris, P. E., & Richler, J. J. (2012). Effect size estimates: Current 

use, calculations, and interpretation. Journal of Experimental Psychology: General, 

141, 2–18. 

Olejinik & Algina (2003). Generalized eta and omega squared..., Psychological 

Methods 

Cohen (1992). A power primer, Psychological Bulletin  

Cohen (1994). The earth is round (ρ < .05). American Psychologist 

Cohen (1988). Statistical power analysis for the behavioral sciences 

 

 

 

 

 

 

 

 

 

 

 



 

Errors of inference 
 

• Frequentist approach  

• There are three types of errors 

• NHST*: Type I error (False positives) 

              Type II error (False negatives) 

• CI:        Estimate error (imprecision) 

 

NHST= Null Hypothesis Significance Testing (what 

you have been most likely taught as a student)  

H0 vs. H1 



Null is true (H0 is correct) Null is false (H1 is correct) 
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Type II error 

Type I error 

Errors of inference in NHST 



• Type I error: Erroneously rejecting the null 

hypothesis (False positive).   

The result in the sample is significant (p < .05), so the 

null hypothesis is rejected, but the null hypothesis is 

actually true in the population. 

 

• Type II error: Erroneously accepting the null 

hypothesis (False negative).  The result in the sample 

is not significant (p > .05), so the null hypothesis is not 

rejected, but it is actually false in the population. 

Errors of inference in NHST 



How to control Type I errors? 

• The Type I error rate (False positive) is controlled by the 
researcher. 
 

• It is called the alpha rate, and corresponds to the probability 
cut-off that one uses in a significance test. 
 

• Conventionally, researchers use an alpha rate (a) of .05.  This 
means that the null hypothesis is rejected when a value such as 
the one found is likely to occur 5% of the time or less when the 
null hypothesis is true. 

 

• The test can be two-tailed (more common) or one-tailed 
(directional) 





• The Type II error (False negative) can also be controlled by 

the experimenter.  

• The Type II error rate is called beta (b) as a complement to 

alpha.  

• How can the beta rate be controlled?  The easiest way to 

control Type II errors is by increase the statistical power of a 

test. 

• Statistical power= probability of finding an effect, if it exists 

• Power =  1 – b 

• Conventionally a power of at least .80 (b.20) is considered 

as acceptable 

 

 

 

 

 

 

How to control Type II errors? 



• Power goes up with larger effect sizes and sample 

sizes, given a certain decision criterion (e.g., a=.05) 

 

• When effect sizes become larger? When the portion 

of variability (difference) ascribed to the effect of 

interest grows more than the general (non specific) 

variability 

 

 

What affects power? 

𝒅 =  
𝑴𝟏 −𝑴𝟐

𝒑𝒐𝒐𝒍𝒆𝒅 𝑺𝑫
  )(*)(

),cov(
),(

xsdvsd
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                       Power is affected by  

 

• Sample size  

 

 

• Construct-related (i.e., signal) variance 

 

 

• Construct-unrelated (i.e., noise) variance 

 

 

 

 

 

 

How to increase power? 



• Increase sample size 

• Administer stronger treatments (e.g., experimental 

manipulation) BUT be wary of possible reduced ecological 

validity 

• Avoid restrictions of range for dependent variables  

• Standardize experimental procedures 

• Increase reliability of measures 

• Use more homogenous subject samples BUT increased risks 

to generalizability of results 

• Use blocking or repeated measures (within) design BUT 

sometimes can be inappropriate 

• Meta-analytical mindset 

 

 

 

 

 

 

How to increase power? 



 

 

 

 

 

 

 

 

Power Between Ss 



 

 

 

 

 

 

 

 

Power Between Ss 

Gpower, http://www.gpower.hhu.de/en.html 

Offset -0.10 

Best guess 

Offset +0.10 



• Power for within Ss studies is greater (ceteris paribus) but 

depends on r (e.g., r = .50) between DVs 

 

 

 

 

 

 

Power Within Ss  



• Either you expect a large effect size or you need a 

substantial sample size 

• The average ES in Psychology is at best d=0.5 

• You can have a large sample (e.g., N=274) to 

reliably detect a small effect size (e.g., d=0.30) 

• You can have a small sample (e.g., N=26) to reliably 

detect a very large effect size (e.g., d=1.0) 

• But you cannot have a small sample size to detect a 

subtle effect (small effect size) 

• Within Ss studies can be more powerful 

  

 

 

 

 

 

Bottom line 



 

Errors of inference 
 

• Frequentist approach  

• There are three types of errors 

• NHST: Type I error (False positives) 

             Type II error (False negatives) 

• CI:        Estimate error (imprecision) 

             (e.g., AIPE, Maxwell, ARP 2008) 



 

CI error 
 

• In a CI approach, one thing matters a lot: sample 

size, the bigger, the better (ceteris paribus) 

• The point is not whether some effect exists (or not) 

but how precise is our estimate of it 

• All effects exist given an infinite sample size 

(Cohen) 

 

• If you want to get it right, increase sample size 



 

A practical problem  

• Big sample sizes are needed for precise estimates 

no matter the effect size 

 



Why NHST can be problematic 
 

 

 

• But NHST  

dominates 

 

• Publications,  

theories,  

discussions,  

fights and careers  

gravitate around  

p<.05 



 

Back to the present 
 

• Psychology is now at the forefront of Science in 

addressing the replicability issue 

• Methodological innovations  

• Massive effort to estimate replicability 

• The Reproducibility Project (OSC) 

• 270 volunteers, 64 universities, 11 countries, 100 

replicated studies published in three main journals 

(JPSP, PS, JEP:LMC) in 2008 

 



 

Why is it needed? 



 

Is the problem unique to Psychology? 
 

• NO !!  (Ioannidis, 2005) 

 

• Average power in Neuroscience: .21 (Button et al., 2013)  

        This means around 1/5 chance of positive findings 

 

• Cancer Biology: Replication rate of main results from 

pre-clinical trails (Begley & Ellis, 2012): from 11% 

(Amgen, 2011) to 25% (Prinz et al. – Bayer HC team, 

2011) 

 

 



 

The Reproducibility Project 
 

                        

 

 

 



 

What one can expect? 

0% 100% 

5% 
(chance) 

95% 
(all replicable) 

11-25% (89-75% did not replicate) 
(cancer biology; 

Begley & Ellis, 2012; Bayer and Amgen) 



 

What counts as a replication? 

Open Science Collaboration (2015).  

Estimating the reproducibility of psychological science.   

Science, 349(6251). DOI: 10.1126/science.aac4716 



 

Effects against null I 



 

Effects against null II 



 

Effect size comparison 

r(spearman) 

= 0.51 

Most replications  

smaller effect size  

than original 

 



 

Meta-analytic comparison 

* 

≈33%  

no evidence  

of existence 



 

Summing up RP main results  

• 36% replicate at p<.05 (simple answer) 

• Effect size are half (publication bias, file drawer 

effect) 

• Less likely to replicate if: 

a) weaker evidence in original study  

(p<.05 worse than p<.001) 

b) results considered to be “surprising” 

(sexy but unreliable findings) 

• Milestone achievement of Psychology 

• RP in Cancer Biology has just started 

 



 

Back to the future 
 

• As scientists, we all want to get something right 

• If we get it right, it is replicable and will be 

replicated 

• But what does it mean “to get it right”? 

• So, what can we do to increase our chances? 

 



 

First pointer  

• Design your study with adequate power 

• It is ok to run initial exploratory/pilot studies (N 

needs not be too small) to identify an effect and to 

have a rough estimate of its effect size (don’t trust 

it too much…)  

• If you find something, then you need to plan  

a confirmatory study with adequate power to 

confirm your effect 

• Be careful on overestimations of effect size 

(Winner‘s curse)  

 

 



 

Winner’s curse I 
 

• Inflated effect size from initial study are likely and can 

affect later confirmatory studies (Ioannides, 2008).  

• More likely with asymmetries in publication standards 

(publish only significant results) and underpowered studies 

(difficult to establish a priori) 

• Under these common conditions, true effect size can be 

much lower than published effect size 

• d=0.80 (n=50), CI [0.22, 1.37] 

• N for power 80% can be from 516 to 16, with n=42 for 

d=0.80  

(cf. Safeguard power analysis – PGC, 2014) 

 



 

Winner’s curse II 
 

• This is true also for your own pilot studies, because you will 

be likely to pursue significant findings and abandon not 

significant ones (your own “publication bias”)  

 

 

 

 

 

• It is not good advice 

• Better advice “explore reliably, confirm more reliably” 

  





 

Second pointer 
 

• Distinguish between exploratory and confirmatory 

studies  

• If you find an “unexpected effect”, confirm it with 

another well powered study before building on it 

• Results can be significant simply out of random 

sampling 



 

Third pointer 
 

• Results stabilize with bigger sample sizes 

• Try to have a decent sample size    

• Sometimes results can be significant in opposite 

directions given small sample sizes 

• For example, stability of correlation coefficients 

(cf. Schonbrodt & Perugini, 2013) 



 

Stability of correlations  

• Examples from my own research 

• S1: one effect that exists in the full sample  

(r between H/Hquest and H/Hadjec=.48) and one that 

does not (r between H/Hquest and Extquest=-.05) 

• Correlations calculated adding Ss at each step 

starting from N=10 to full sample (evolution of r) 

• Real Ss order 

• Boostrapped (s=1000) CI 95% 

 

 

 



H vs. H 



 

H vs. H 

p<.05! 



The results: H vs. E 



 

H vs. E 

p<.001! 



 

Example from Schonbrodt & Perugini (2013) 



Implications 

 

• Sequential effects can be devastating for small samples 

(N≤60) 

 

• Estimates start to stabilize for N≥100  

(but it strictly depends on the expected correlation;  

e.g., N≈180 for r = .4)  

 

• Small samples (N≤60) can give many false 

positives/negatives, especially for small effects (but see 

Sequential testing with Bayes Factors, Schönbrodt, 

Wagenmakers, Zehetleitner, & Perugini, in press, PM) 



Practical implications 

 



 

Fourth pointer 
 

• Results stabilize with smaller standard errors 

• Standard errors depend on N and SD 

• Smaller SD means smaller SE 

• The SD can be reduced (ceteris paribus) with  

more reliable measures, more precise experimental 

design, less within Ss variability 

• Plan your design as simple and as clean as possible  



 

Fifth pointer  

• Be very careful with Questionable Research 

Practices (QRP)   

• Do not cherry-pick DVs among many that you 

have  

• Do not exclude cases as is 

• Do not make multiple interim analyses to decide 

whether to collect additional Ss  

• Read Simmons et al. (2011): not every 

recommendation is perfect, but they do  

give many good ones  



 

Sixth pointer 
 

• Some of this stuff is already implemented in top 

level journals   

• For example, Psychological Science  



Current scenario 

a) Average effect size in published studies are small  

to medium (d ≈ 0.50) 

  b) Average sample sizes are small (n ≈ 40)  

  c) Typical power is low (1-b≈.35) 

  d) In neuroscience even lower (1-b≈.21) 

This means that, assuming that all effects are true, 

there should be approx. 35% of positive findings 

but they actually are over 90% and above all  

other sciences (Fanelli, 2012) 

• How this is possible? 

 

 



 

 

 

 

 

 



A few final considerations 
 

 

 

 

 

• Increase sample size if you want to get it right 

• Decrease “noise” in the study  

• Dichotomous thinking does not help: everything  

happens under some circumstances  

• Ask what, when, how much, how something happens  

• Get it right ≠ I am right 

• To get it right means to reduce False positives  

(Type I error), False negatives (Type II error)  

and to have reasonably precise estimates  

 

 

 



Tversky & Kanheman  (1971) 

(Belief in the law of small numbers, PB, 76, 105-110 


